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Abstract

The accuracy of recommendation systems is vital for successful personalization in e-
commerce. However, the low frequency of repeat purchases creates hight data sparsity,
limiting models in capturing user preferences. This study compares two latent factor-
based algorithms. Matrix Factorization (MF) and Neural Matrix Factorization (NeuMF),
using the Olist transaction dataset through data preparation, k-core filtering, and leave
last out splitting. Performance was evaluated using HR@10 and NDCG@10. Results
show that MF outperforms NeuMF, achieving HR@10 of 0,057 and NDCG@10 of
0,133. Although NeuMD is more complex and represents a deeper learning-based
approach, MF can still be more suitable in certain data conditions, especially when
interaction are limited. These findings highlight that simpler models may remain more
efficient under sparse data, while NeuMF requites richer interactions histories. The study
emphasizes repeat purchase frequency as a key factor in designing adaptive
reommendations systems.

Keywords: Matrix Factorization, Neural Matrix Factorization, Product Recommendation, E-commerce, Machine
Learning

Abstrak
Akurasi sistem rekomendasi sangat penting untuk keberhasilan personalisasi pada
platform e-commerce. Namun, rendahnya frekuensi pembelian ulang menimbulkan
tingkat spasity yang tinggi sehingga membatasi model dalam menangkap preferensi
pengguna. Penelitian ini membandingkan dua algoritma berbasis latent factor, yaitu
Matrix Factorization (MF) dan Neural Matrix Factorization (NeuMF), dalam
menghasilkan rekomendasi produk pada kondisi interaksi pengguna yang terbatas.
Metode eksperimen kuantitatif digunakan dengan dataset transaksi Olist melalui tahap
persiapan data, k-core filtering dan skema pemisahan leave last out. Kinerja model
dievaluasi menggunakan metrix HR@10 dan NDCG@10. Hasil menunjukkan bahwa MF
memiliki kinerja lebih baik dibandingkan NeuMF, dengan HR@10 sebesar 0,057 dan
NDCG@10 sebesar 0,133. Meskipun NeuMF lebih kompleks dan merupakan
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pendekatan yang lebih baru, MF dapat lebih sesuai pada kondisi tertentu, khususnya saat
interaksi sangat sedikit. Penelitian ini menegaskan bahwa frekuensi pembelian ulang
merupakan faktor penting dalam merancang sistem yang lebih adaptif.

Keywords: Matrix Factorization, Neural Matrix Factorigation, Rekomendasi Produk, Personalisasi E-commerce,
Konsumsi Berkelanjutan

Pendahuluan

Perkembangan e-commerce tidak hanya mengubah cara konsumen berinteraksi
dengan produk, tetapi juga menuntut perusahaan untuk memahami perilaku konsumen
secara mendalam'. Dalam persaingan digital yang semakin ketat, personalisasi produk
menjadi strategi penting untuk meningkatkan pengalaman pelanggan dan mendorong
performa bisnis®. Penerapan sistem rekomendasi yang memanfaatkan machine learning
menunjukkan dampak signifikan terhadap kinerja penjualan, ditandai dengan peningkatan
pesanan lebih dari 30% pasca implementasi fitur personalisasi’.

Selain meningkatkan efektivitas penjualan, personalisasi juga berkontribusi pada
efisiensi proses pencarian dan pemilihan produk. Rekomendasi yang semakin relevan
membantu konsumen menemukan produk yang mereka butuhkan dengan lebih cepat,
sehingga memperkuat kepercayaan dan kepuasan mereka®. Penelitian sebelumnya
menunjukkan bahwa konten dan produk yang di personalisasi berpengaruh signifikan
tethadap keputusan pembelian serta loyalitas pelanggan® °. Integrasi algoritma yang
menganalisis perilaku pengguna, riwayat pembelian dan preferensi memungkinkan
rekomendasi yang lebih akurat, sehingga membentuk ulang dinamika e-commerce dan
memberikan keunggulan kompetitif berkelanjutan’.

Diantara berbagai metode yang ada Matrix Factorization (MF) dan Neural Matrix
Factorization (NeuMF) menjadi algoritma unggulan karena kemampuannya menghasilkan
prediksi yang akurat dan relevan®’. MF terbukti meningkatkan keterlibatan pengguna melalui
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rekomendasi yang lebih terarah' serta mampu menangkap faktor-faktor laten yang
mencerminkan preferensi pengguna, sehingga rekomendasi yang dihasilkan lebih relevan
secara kontekstual'".

Sedangkan NeuMF menggabungkan matrix factorization dan deep learning, sehingga
mampu menghasilkan rekomendasi yang lebih adaptif. Integrasi informasi tambahan dari sisi
pengguna dan produk juga dapat meningkatkan kualitas rekomendasi'. Penelitian lain
menunjukan bahwa Synergistic NeuMF dilaporkan mampu meningkatkan akurasi dan
kepuasan pengguna dengan nilai AUC 0.94".

Namun demikian, sebagian besar penelitian tersebut masih berfokus pada karakteristik
umum dataset seperti sparsity dan cold start. sehingga belum menjawab bagaimana perilaku
transaksi yang rendah mempengaruhi performa model. Kondisi ini menjadi relevan
mengingat penelitian menunjukkan bahwa repurchase intention pada platform e-commerce
hanya mencapai 49,1%'"* . Sehingga menciptakan kodisi sparse yang menantang bagi model
rekomendasi.

Untuk mengisi kesenjangan tersebut, penelitian ini berfokus pada perbandingan kinerja
dua algoritma rekomendasi berbasis latent factor, yaitu Matrix Factorization (MF) dan Neural
Matrix Factorization (NeuMF), menggunakan dataset dengan tingkat pembelian ulang yang
rendah. Pendekatan ini diharapkan mampu mengidentifikasi model yang paling efektif dalam
mengatasi permasalahan data sparsity. Selain memberikan kontribusi teoretis terhadap
pengembangan algoritma rekomendasi, hasil penelitian ini juga diharapkan dapat
memberikan panduan praktis bagi pelaku bisnis dalam memilih dan menerapkan model
rekomendasi yang sesuai dengan karakteristik data pengguna, sehingga dapat meningkatkan
akurasi rekomendasi, efektivitas strategi pemasaran, dan kepuasan pelanggan.

Metode Penelitian

Penelitian ini menggunakan pendekatan kuantitatif dengan metode eksperimental
untuk membandingkan performa dua algoritma rekomendasi, yaitu Matrix Factorization (MF)
dan Neural Matrix Factorization (NeuMF), dalam menghasilkan rekomendasi produk yang
akurat pada platform e-commerce.

Tahap penelitian dimulai dengan data preparation, yang diawali dengan proses
Exploratory Data Analysis (ED.A) untuk memahami isi, struktur, dan karakteristik data sebelum
pemodelan'®. EDA dilakukan untuk mengevaluasi kualitas data, mengidentifikasi pola,
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mendeteksi anomali, serta memahami distribusi dan hubungan antarkomponen data melalui
berbagai grafik dan visualisasi'’. Dataset yang digunakan merupakan data transaksi penjualan
pada platform e-commerce Olist dari tahun 2016 hingga 2018, seperti ditunjukkan pada
Gambar 1"
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Gambar 1 Distribusi Transaksi Penjualan

Dataset tersebut terdiri dari tiga tabel utama, yaitu customers, orders, dan order items,
dengan total 20 atribut unik. Untuk memperoleh informasi yang lebih lengkap dan relevan,
ketiga tabel digabungkan melalui proses join berdasarkan atribut yang saling berhubungan.
Selanjutnya dilakukan &-core filtering untuk menghapus pengguna dan item dengan jumlah
interaksi di bawah nilai ambang (k). Proses ini bertujuan untuk mengurangi noise serta
meningkatkan stabilitas model dengan memastikan distribusi interaksi yang lebih seimbang
antara pengguna dan item.

Setelah tahap penyaringan, data melalui proses pra-pemrosesan dan pembagian
dataset. Pada tahap ini, dataset dibagi menjadi tiga, yaitu train set, validation set, dan ftest set,
menggunakan metode /feave-last-ont berbasis waktu yaitu setiap interaksi terakhir pengguna
digunakan sebagai data uji berdasarkan urutan waktu, sehingga mencerminkan prediksi
terhadap interaksi masa depan yang sebenarnya’. Selain itu, diterapkan teknik negative sampling
untuk menyeimbangkan jumlah interaksi positif dan negatif sehingga model dapat belajar
membedakan item yang disukai dan tidak disukai oleh pengguna.

Tahap berikutnya adalah pengembangan dan pelatthan model menggunakan dua
pendekatan utama. Matrix Factorization (MF) bekerja dengan mendekomposisi matriks
interaksi pengguna—item menjadi dua vektor laten yang mewakili karakteristik pengguna dan
item®. Sementara itu, Neural Matrix Factorization (NeuMF) merupakan pengembangan dati
MF yang memanfaatkan arsitektur jaringan saraf tiruan untuk menangkap hubungan
nonlinier antara pengguna dan item. NeuMF menggabungkan keunggulan Generalized

17 Mahathir Rahmany et al., “COMPARING TOOLS PROVIDED BY PYTHON AND R FOR
EXPLORATORY DATA ANALYSIS,” IJISCS (International Jonrnal of Information System and Computer Science) 4,
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Matrix Factorization (GMF) dan Multi-Layer Perceptron (MLP) untuk menghasilkan
representasi yang lebih kompleks dan akurat®'.

Setelah model selesai dilatih, dilakukan tahap evaluasi dan visualisasi untuk menilai
performa sistem rekomendasi yang dihasilkan. Evaluasi menggunakan dua metrik utama,
yaitu Hit Ratio @10 (HR@10) dan Normalized Discounted Cumulative Gain @10 (NDCG@10).
HR@10 digunakan untuk mengukur seberapa seting item relevan muncul dalam sepuluh
rekomendasi teratas, sedangkan NDCG@10 menilai posisi item relevan di dalam daftar
rekomendasi, sehingga memberikan gambaran yang lebih detail mengenai kualitas
pengurutan rekomendasi*.

Hasil dan Pembahasan
Exploratory Data Analysis (EDA)

Hasil Exploratory Data Analysis (EDA) menunjukkan bahwa penelitian ini
menggunakan tiga dataset utama, yaitu orders, order_items, dan customers. Dataset orders
dan customers masing-masing berisi 99.441 entri, sementara dataset order_items memiliki
112.650 entri. Perbedaan jumlah data tersebut mengindikasikan bahwa satu transaksi dapat
mencakup lebih dari satu item, yang merupakan karakteristik umum dalam platform e-
commerce dan berimplikasi pada tingkat variasi interaksi yang harus ditangani oleh model
rekomendasi.

Tabel 1 Informasi Dataset
No Dataset Jumlah Data Kolom

1 Customer 99.441 Customer_id, Customer_unique_id,
Customer_zip_code, Customer_city,
Customer_state

2 Order 99.441 Order_id, Customer_id,
Order_status,
Otder_purchase_timestamp,
Order_approved_at,
Otrder_delivered_carrier_date,
Order_delivered_customer_date,
Otrder_estimated_delivery_date

3 Order_Items 112.650 Order_id, Order_item_id,
Product_id, Seller_id,
Shipping limit_date, Price,
Freight_value

Secara struktural, ketiga dataset memiliki atribut yang saling melengkapi. Proses join
dilakukan menggunakan atribut order_id dan customer_id untuk membentuk satu tabel
interaksi yang menghubungkan pengguna dengan produk yang mereka beli. Langkah ini
krusial karena kualitas tabel interaksi sangat bergantung pada integritas relasi antar tabel.

Selain itu, hanya transaksi dengan status de/ivered yang dipertahankan. Pemilihan ini
tidak hanya meningkatkan validitas interaksi, tetapi juga mencegah bias data yang dapat
muncul jika transaksi yang dibatalkan atau tidak selesai tetap dimasukkan sebagai sinyal
preferensi  pengguna. Dengan demikian, interaksi yang dianalisis benar-benar
merepresentasikan perilaku belanja nyata pengguna.

21 Arief Faizin and Isti Sutjandari, “Product Recommender System Using Neural Collaborative Filtering for
Marketplace in Indonesia,” IOP Conference Series: Materials Science and Engineering 909, no. 1 (2020): 012072,
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Raw interactions: 186165
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Gambar 2 Hasil Preparation

Setelah proses join antar dataset orders, order_items, dan customers, terbentuk
sebuah tabel interaksi yang berisi pasangan pengguna dan produk yang telah bertransaksi.
Hasil penggabungan tersebut menghasilkan total 100.165 interaksi mentah dengan jumlah
kolom sebanyak tiga, yaitu customer_id, product_id, dan order_id. Jumlah interaksi ini
menunjukkan volume preferensi eksplisit yang tersedia untuk proses pelatthan model.

Namun, meskipun total interaksi mencapai lebih dari seratus ribu, analisis lebih lanjut
menunjukkan bahwa distribusi interaksi tidak merata. Banyak pengguna hanya memiliki satu
atau dua transaksi, sementara sejumlah kecil pengguna memiliki frekuensi pembelian yang
jauh lebih tinggi. Pola serupa juga terjadi pada item, di mana sebagian besar produk hanya
dibeli sekali atau dua kali. Ketidakseimbangan distribusi inilah yang kemudian memperkuat
temuan mengenai tingginya tingkat data sparsity pada dataset.

Data Preparation dam Penerapan K-Core Filtering

Untuk menjaga kualitas interaksi dan mengurangi data sparsity, maka dilakukan proses
k-core filtering dengan ambang batas k=2 schingga hanya pengguna dan item dengan
minimal dua transaksi yang dipertahankan dalam dataset. Penyaringan ini berfungsi
memastikan bahwa model dilatth menggunakan interaksi yang cukup representatif. Dengan
demikian, pengguna maupun item yang sangat jarang muncul yang dapat menimbulkan noise
dan memperburuk estimasi representasi laten dihilangkan. Setelah dilakukan proses &-core
filtering dapat dilihat bahwa terjadi penurunan yang signifikan. Meskipun telah terjadi
pengurangan pada jumlah data, proses ini menghasilkan dataset yang lebih padat dan
seimbang, dapat dilihat pada tabel 2.

Tabel 2 Hasil K-Core Filtering

No Metric Value before Value After
0  Total Interactions 100.165 3.500
1 Unique Users 93.358 1.651
2 Unique Items 32.216 997

Hasil filtering kemudian digunakan dalam proses pembagian dataset menggunakan
pendekatan leave-last-out, yaitu strategi di mana satu interaksi terakhir dari setiap pengguna
dijadikan data uji, sedangkan interaksi sebelumnya displit menjadi #ain dan validation. Strategi
ini dipilih untuk mensimulasikan skenario prediksi dunia nyata, model diminta memprediksi
interaksi berikutnya berdasarkan histori sebelumnya, tanpa risiko data /akage. Distribusi data
setelah pembagian dapat dilihat pada Tabel 3.

Tabel 3 Hasil Set, Validation dan Train

No Stage Items Users Transaction
0 Df eval 997 1.651 3.500
1  Train 453 745 833
2 Validation 848 1.651 1.651
3 Test 858 1.651 1.651
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Pelatihan Model Rekomendasi dan Evaluasi Hasil

Pembangunan dan pelatthan model rekomendasi menggunakan dua pendekatan yaitu
Matrix Factorization (MF) dan Neural Matrix Factorization (NeuMF). Model MF bekerja
dengan mendekomposisi matriks interaksi pengguna dan item menjadi dua vektor laten yang
merepresentasikan karakteristik pengguna dan produk. Sementara itu, model NeuMF
menggabungkan pendekatan MF dengan arsitektur jaringan saraf Multi Layer Perception
untuk menangkap hubungan nonlinear antara pengguna dan item.

Kedua model dilatih menggunakan mplicit feedback dengan jumlah epoch sebanyak 5
dan batch size sebesar 1024. Untuk menjaga keandalan hasil, dilakukan muiti seed experiment
sebanyak lima kali yaitu seed 0-4 agar hasil yang diperoleh lebih stabil dan tidak bergantung
pada inisialisasi awal parameter. Evaluasi model dilakukan menggunakan dua metrik utama
yaitu Hit Ration (HR@10) dan Normalized Discounted Cumulative Gain (NDCG@10).
Hasil pengujian untuk setiap seed disajikan pada Tabel 4, sedangkan nilai rata-rata dan standar
deviasi dari masing-masing algoritma dapat dilihat pada Tabel 5.

Tabel 4 Hasil Tiap Seeed
Seed HR@10_ MF NDCG@10_ MF HR@10_NeuMF NDCG@10_NeuMF
0 0.057541 0.131720 0.038764 0.098809
1 0.059358 0.138949 0.056935 0.134029
2 0.059358 0.135267 0.048455 0.121625
3 0.059964 0.137835 0.035130 0.102531
4 0.050273 0.119585 0.038764 0.097444

Tabel 5 Hasil Mean dan Standard Deviation
Value HR@10_MF NDCG@10_MF HR@10_NeuMF NDCG@10_NeuMF
Mean 0.057299 0.132671 0.043610 0.110888
Std 0.004031 0.007826 0.008943 0.016181

Nilai rata-rata HR@10 dan NDCG@10 pada model MF masing-masing mencapai
0,057 dan 0,133, yang secara konsisten lebih tinggi dibandingkan NeuMF dengan nilai 0,044
dan 0,111. Perbedaan ini menunjukkan bahwa MF memiliki kemampuan yang lebih kuat
dalam menempatkan item relevan pada sepuluh rekomendasi teratas. Dengan kata lain,
struktur representasi laten linear pada MF lebih mampu menangkap pola interaksi pengguna—
item dibandingkan pendekatan nonlinear pada NeuMF dalam konteks dataset ini.

Distribusi performa pada Gambar 3 memperlihatkan bahwa penyebaran nilai
HR@10 dan NDCG@10 untuk MF jauh lebih rapat, mengindikasikan varian performa
antar-seed yang rendah. Stabilitas ini menguatkan temuan bahwa MF memberikan kinerja
yang lebih dapat diprediksi dan tidak terlalu dipengaruhi oleh inisialisasi model. Sebaliknya,
NeuMF menunjukkan variabilitas yang lebih tinggi dan nilai median yang lebih rendah pada
kedua metrik, yang menandakan ketidakstabilan model dalam belajar dari data dengan pola
interaksi terbatas.
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muncul akibat rendahnya frekuensi pembelian ulang pada platform e-commerce. Pendekatan
linear seperti MF tetap mampu mengekstraksi pola laten tanpa ketergantungan pada volume
data yang besar. Sebaliknya, performa NeuMF yang lebih lemah dapat disebabkan oleh
kompleksitas arsitektur jaringan sarafnya, yang mengandung lebih banyak parameter dan
memerlukan volume interaksi yang besar untuk mencapai generalisasi yang stabil.

Dalam kondisi data yang sangat jarang, kapasitas model yang tinggi justru
meningkatkan risiko overfitting karena model berupaya menyesuaikan diri dengan pola yang
tidak representatif. Temuan ini menegaskan bahwa, dalam kondisi sparsity tinggi, model yang
lebih sederhana namun efisien seperti MF dapat memberikan performa yang lebih konsisten
dibandingkan pendekatan neural yang lebih kompleks.

Kesimpulan

Berdasarkan hasil penerapan dan pengujian, sistem rekomendasi berbasis Matrix
Factorization (MF) dan Neural Matrix Factorization (NeuMF) terbukti mampu memetakan
hubungan antara pengguna dan produk pada platform e-commerce dengan tingkat
pembelian ulang yang rendah. MF menunjukkan performa yang lebih unggul (HR@10 =
0,057; NDCG@10 = 0,133) dibandingkan NeuMF, yang mengindikasikan kemampuannya
dalam menghasilkan rekomendasi yang lebih relevan pada kondisi data yang jarang atau sparse.
Sementara itu, kinerja NeuMF yang belum optimal dipengaruhi oleh keterbatasan jumlah
data dan rendahnya intensitas interaksi pengguna. Penelitian ini juga menegaskan bahwa
jumlah interaksi per pengguna maupun per item memiliki pengaruh yang signifikan terhadap
kinerja model. Fokus pada frekuensi pembelian ulang dinilai sangat relevan dengan kondisi
nyata di e-commerce, di mana sebagian besar pengguna hanya melakukan satu hingga dua
kali pembelian. Temuan ini memperlihatkan bahwa superioritas model neural bersifat relatif;
keberhasilannya sangat ditentukan oleh kesesuaian antara kompleksitas arsitektur dan kondisi
dataset yang dianalisis. Namun, generalisasi hasil perlu diuji pada dataset lain dengan
karakteristik sparsity berbeda untuk memastikan konsistensi model.
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